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About

• Future of HPC: Heterogenous Computing

• Task Scheduling
– Balance application performance and programmability
– Varying data communication time between tasks
– Varying computation time across different variants of accelerators

• Proposal
– RANGER Platform: Hardware assisted task scheduling framework
– RISC-V cores with Accelerators
– Hierarchical Task Scheduler (TS)
• Local level: Task into fine grained sub-tasks ; Accelerator Specific TS 
• Global level:  Coarse grain task specification with programming portability; Coarse grain TS

– Extended GEM5 simulator for RANGER platform
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State of the art for Heterogenous Task Schedulers

•  Popular Static Task Scheduler: PEFT (Predict Earliest 
Finish Time) 
– Considers impact of current scheduling decision 

on subsequent decisions

• Task: Atomic unit for data transfer and computation
– Can be portioned into finer sub-tasks
– Smaller fine grain sub-tasks (streaming) 
• Lesser scratch pad memory
• More scheduling opportunity but increases complexity 
• Less efficient data transfers due to large number of 

starting latencies 
• Accelerator friendly
• Data transfers overlaps with computation

Task T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

P1 22 22 32 7 29 26 14 29 15 13

P2 21 18 27 10 27 17 25 23 21 16

P3 36 18 43 4 35 24 30 36 8 33

T1

T2 T3 T4 T5 T6

T7 T8 T9

T8

17 31 29 13 7

7

7

16 1
1

5
7

5

9 42

3 30

CCM* for each task on 3 devices

* CCM: Cost Computation Matrix
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Vanilla Platform with Heterogenous Accelerators

• Centralized Heterogenous 
Scheduler: PEFT 

• Complexity depends on the 
number of tasks

• Accelerators and DMAs are 
controlled through 
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RANGER Platform with Heterogenous Accelerators

• Accelerator Interface: 
Memory-mapped IO

• RISC-V for host and 
accelerator devices
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Hierarchical Task Scheduler Flow

• Why Accelerator Specific?
– Configurable Tile size
– Configurable Data reuse
– Should support multiple 

accelerators
– Programmable is a best 

solution
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Experimental Setup

• Simulator: GEM5 

• Benchmarks: DNNs (Inception-V3, ResNet-50, UNet, VGG16)

• Accelerators: Convolution (CONV), Batch Normalization (BN), Dense 

List of kernel accelerators and their area estimations in a TSMC 16nm technology
Various heterogeneous designs, the number of kernel accelerators, and 

the estimated area. Design A and B are the aliases of Design 1 and 2, respectively.

Inception-V3 DAG
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Experimental Evaluation: Makespan

Comparison of makespans for various RANGER and baseline designs.  On average, RANGER achieves a 12.7×speedup
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RANGER Speedup (Fixed 10 parallel instances of each application)

Measured speedup of RANGER by running 10 parallel instances of each application with respect to Designs 1–10, which contain an increasing 
number of kernel accelerators. The speedup plateaus at Design 3 due to an insufficient number of tasks for the available kernel accelerators
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Measured speedup of RANGER by running an increasing number of instances of the same application on Designs A–H. 

RANGER demonstrates excellent scalability with 100 instances of application running in parallel

RANGER Speedup (Increasing number of application instances)
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Comparison of makespans for RANGER and reference. On average, RANGER shows only 10.88% of penalty, 
which is the measurement of performance overhead of the local ASCS.

Area and Makespan Compared to Reference 
• Reference: (Hypothetical) Identical number of Accelerators as 

its RANGER counterpart

• Has large scratchpad to hold complete task I/O

• Requires no local task scheduler
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Conclusion

• Presents RANGER framework (Extremely heterogenous computing)
– An architecture design for hierarchical task scheduling 

• Hierarchical Task Scheduling
– Only requires coarse grained task dependency specification
– Fine grain accelerator specific scheduling at lower level

• RANGER uses customized RISC-V cores

• Achieves 12.7x performance gain in terms of makespan

• Area Overhead: +2.7% in a 16nm technology
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Thank you


