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Introduction

• Heterogeneous systems come in variety

• Ensuring portability and utilization are challenging

• Tuned vendor libraries for common kernels are not portable

• Linear algebra kernels

• Making tiled linear algebra algorithm portable is a challenge

• There are solutions that provides tight coupling between algorithm and kernels 

• Not productive; changing source for every library support

• A separation between algorithm development and vendor library kernels is needed
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What’s Missing?

• Portability

• Raja

• Kokkos

• OpenMP offload
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• Linear Algebra

• PLASMA (CPU)

• libFLAME (CPU)

• Intel MKL (CPU)

• ATLAS (CPU)

• cuBLAS/cuSolver (GPU)

• Hip/roc BLAS/Solver (GPU)

• Others (Chameleon, etc.)

• Heterogeneity 

• StarPU

• Does not support hip/rocBLAS

• Tightly coupled 

• MAGMA (CPU + GPU*)

• hipMAGMA (same)

• Missing?
• A solution that 

combines portability 
and multi-device 
heterogeneity for 
LAPACK codes



Research Question

Can we separate linear algebra algorithms from kernels to make seamless 
portability and utilization possible for different heterogeneous systems?
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This Research

• A proof of concept - focusing on 
portability and heterogeneity 

• LaRIS – LAPACK on IRIS runtime

• A test case -- considering LU factorization
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IRIS Runtime
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• IRIS Runtime

• Heterogeneous runtime

• Supports CPU, GPU, FPGA and DSP

• Orchestrate computation 
dynamically

• IRIS-BLAS

• BLAS library API for different 
vendor libraries

• Supports

• hip/rocBLAS

• cuBLAS

• OpenBLAS

• MKL

• Under development



LaRIS Software Stack
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• LaRIS: Unified API for portable LaPACK codes

• Targets Four capabilities

• Algorithm links vendor tuned kernels at runtime 

• Facilitated by IRIS runtime and IRIS-BLAS



LaRIS: LU Factorization
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• Three types of kernels

• GETRF - Red

• TRSM - Yellow

• GEMM – Blue

• Graph expressed with 
dependency

• Dynamic scheduling

• IRIS_ANY

• Automatic tiling capability



LaRIS: Systems Used
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LaRIS: Portability
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• 16384 x 16384 matrix

• 32 x 32 tile = 11440 tasks 

• Portability

• CPUs (AMD and Intel)

• GPUs

• NVIDIA (A100 and V100)

• AMD (MI100 and MI250X)

• Colors

• GETRF - Red

• TRSM - Yellow

• GEMM – Blue



LaRIS: Zoomed-in Trace of the Cades Node
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• Main Message: Trace shows the utilization of all the heterogeneous processors without much gap in the timeline 
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LaRIS: Strong Scaling

• Main Message: Increased number of processors provide better performance, however, reaches a saturation. Why?

• Tradeoff between computation capability and overhead
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LaRIS: Decomposition vs Matrix Sizes

• Main Message: Different system has different best 
tile decomposition that depends on Matrix sizes. 

• Trade-off between parallelism vs overhead

64 x 64 ~ Total 
90,000 task and 
kernel calls



Discussion and Future Opportunities

• This work focuses on portability and heterogeneity

• Kernel level performance is ensured by the tuned vendor library

• Optimization opportunities at runtime level

• Reduction of runtime overhead

• Memory transfer optimization

• Scheduling algorithm improvement

• Fresh from the Oven

• We are working on both of these optimization and preliminary result is promising (unpublished)

• We are working towards a public release as MatRIS

• Combines LaRIS and  IRIS-BLAS on top of IRIS
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Conclusion

• LaRIS separates LAPACK algorithms from vendor specific libraries

• Seamless portability is obtained in LaRIS through IRIS runtime and IRIS-BLAS

• IRIS runtime schedular can utilize all the processors in a heterogeneous system to compute LU 
factorization

• Portability and heterogeneity is demonstrated as a proof of concept, however, there is scope for 
performance improvement. 
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Thank you. Question?
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LaRIS: Crusher and DGX-1
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LaRIS: Zoomed in Graph
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